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The A-tensor parameterizes the “hyperfine” interaction of an “effective” electronic spin with the magnetic
field due to the nuclear spin as monitored in an electron paramagnetic resonance (EPR) experiment. In this
account, we describe an implementation for the calculation of the A-tensor in systems with translational
invariance based on the Kohn—Sham form of density functional theory (KS DFT). The method is implemented
in the periodic program BAND, where the Bloch states are expanded in the basis of numerical and Slater-
type atomic orbitals (NAOs/STOs). This basis is well-suited for the accurate representation of the electron
density near the nuclei, a prerequisite for the calculation of highly accurate hyperfine parameters. Our
implementation does not rely on the frozen core approximation tacitly assumed in the pseudopotential schemes.
The implementation is validated by performing calculations on the A-tensor for small atoms and molecules
within the supercell approach as well as for paramagnetic defects in solids. In particular, we consider the
A-tensor of “normal” and “anomalous” muonium defects in diamond and of the hydrogen cyanide anion
radical HCN™ in a KCI host crystal lattice.

I. Introduction

Since its discovery by Zavoisky in 1944.° electron paramag-
netic resonance (EPR) spectroscopy (for a comprehensive review
see, for example, ref 8) has become one of the most powerful
experimental techniques that can provide a wealth of information
about paramagnetic species. Due to the importance of the EPR
spectroscopy, the first-principles calculation of EPR parameters
is of great interest.

Paramagnetic interactions in EPR experiments are interpreted
in terms of an “effective” EPR Hamiltonian (eq 1),

ﬁEPRzzclc-Ac-SJrs-D-s+2iCB-g-s 1)

where the Ac-, D-, and g-tensors parametrize the hyperfine (for
nucleus C), zero-field, and Zeeman splitting interactions,
respectively. The first-principles calculation of some of these
parameters (g-tensor) in molecules within the framework of
Kohn—Sham DFT'? (KS DFT) was developed by Ziegler and
Schreckenbach in the mid-1990s.° Several other molecular DFT
implementations and extensions for g-*!%!1 and A-tensors>!?
followed. A comprehensive review on the calculation of NMR
and EPR parameters is available.’! However, many of the EPR
experiments are conducted in the crystalline environment and,
therefore, can not be modelled with “molecular” codes. One of
the early calculations of the hyperfine parameters in solids based
on the periodic boundary conditions is described in a paper by
Bliigel et al.,’> which also contains references to some previous
work. The accurate first-principles calculation of the hyperfine
A-tensor in solids using periodic boundary conditions is the main
subject of the present account.

The effects of the crystal environment on the EPR spectra of
paramagnetic species are known to be important. In a detailed
study of muonium (a pseudoisotope of hydrogen) defects in a
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wide range of semiconductors, Cox and Johnson note*! that the
variation in the hyperfine parameters is huge, spanning almost
5 orders of magnitude. A standard way to model hyperfine
interactions in solids is to perform calculations using periodic
boundary conditions. For example, if we are dealing with a
paramagnetic defect, the defect and its crystalline environment
is periodically repeated using “supercells” that should be large
enough to avoid interactions between the defects. The calculation
of hypefine parameters within the pseudopotential approach has
been pioneered by Van de Walle and Blochl and applied to
hydrogen and muonium defects in semiconductors.'® Their
computational approach is based on the all electron frozen core
method, the PAW method.'* The direct calculation of the magnetic
hyperfine parameters using the PAW method followed later.>* The
PAW method assumes the frozen core approximation, which can
significantly influence the isotropic component of the A-tensor.>*°
Only recently, some hybrid schemes??>-2447 have been proposed
to overcome this difficulty. For example, Declerck el al.?? use
the “mixed” Gaussian augmented-plane-wave (APW) approach
for the calculation of hyperfine parameters. The method of
Declerck el al. employs plane-waves and all electron basis made
up of Gaussian-type orbitals (GTOs) to describe the “host”
system and paramagnetic defect, respectively. This method is
implemented in the QUICKSTEP program.?°

In this work, we develop a robust computational framework
that allows one to predict EPR hyperfine parameters based on
the KS DFT formalism with periodic boundary conditions using
a Bloch basis set made up of numerical and Slater type atomic
orbitals (AOs) (NAO/STO basis), a basis that is excellent for
the accurate representation of the electron density near the
nuclei. The advantages of the STOs used by us over GTOs for
the calculation of hyperfine interactions are discussed, for
example, in ref 42. The hyperfine parameters are implemented
within the periodic BAND program®-27 for the total energy
calculations on systems with translational invariance. Because
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“localizability” is the intrinsic property of the AOs that make
up our Bloch basis, it can be computationally advantageous to
use a high quality basis set to describe the paramagnetic defect
and to treat the rest of the system with a basis of lower quality.
Our implementation does not hinge upon the frozen core
approximation; however, the frozen core approximation can
be used, in principle, to describe the “host” core states without
compromising the accuracy of the hyperfine calculation on
the “guest”. Our implementation includes scalar relativistic
effects using the zeroth order regular approximation (ZORA)
formalism.> The inclusion of spin—orbital coupling is
straightforward within our approach and will be addressed
in the future.

The paper is organized as follows. The next section sum-
marizes the derivation of the A-tensor within the ZORA
formalism. Our BAND implementation is described, including
the use of symmetry. The next section presents results from
numerical calculations of hyperfine parameters for localized
systems, namely, atoms of group IB and the TiF; molecule.
This is followed by calculations of EPR parameters of para-
magnetic defects in solids and the concluding summary. Atomic
units are used throughout unless otherwise specified.

II. ZORA and Hyperfine Hamiltonian

To derive the expression for the A-tensor, one needs to
establish a one-to-one correspondence between a “microscopic”
Hamiltonian (for example, the KS Hamiltonian) and the
“effective” hyperfine Hamiltonian;

A™=) 1.-A."S )
C

where S is the “effective” spin of the paramagnetic substance
and I is the nuclear spin of the Cth atom. Van Lenthe and
coworkers derived such a correspondence*” using a “micro-
scopic” relativistic ZORA KS DFT Hamiltonian.? The nonrela-
tivistic case can be obtained from the ZORA derivation by
taking the appropriate limit. This section briefly summarizes
the theory behind the ZORA approximation and the treatment
of magnetic hyperfine interactions within the ZORA approach.

In the ZORA approach to relativistic effects,’ the expansion
in E/(2c¢®> — V) is used instead of the Pauli expansion in (E —
W)/2¢2. As a result, the ZORA Hamiltonian, in contrast*® to the
Pauli Hamiltonian, is regular at the origin even for a Coulombic
potential. In the ZORA approach, the kinetic energy operator

—1/2p? is replaced by the ZORA expression 7 ZORA

I > szora_ -, K- 1
——p' 0T =0p-0°p, K=——m—
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where p is the “momentum operator” (p = —ilJ) in the absence

of a magnetic field), c is the speed of light (137.03921) in a.u.),
0 = {0y, 0y, 0,} is a vector made up of the Pauli matrices, and
Vi(r) is the self-consistent KS potential. In practice, the
requirement of self-consistency for the kinetic energy operator
can be dropped, and the potential in the denominator of T ZORA
is taken as a sum of atomic potentials which we denote by V.
The nonrelativistic limit can be obtained by setting K — 1.
Using a well known identity for Pauli matrices (eq 4),

G-a)G-b)y=a-b+iv- @xb) (4)

T7ORA can be split into the so-called scalar relativistic and

spin-orbital terms (eq 5).
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Equation 5 constitutes the ZORA kinetic energy expression in
the absence of a magnetic field. The ZORA formalism including
the effects of spin-orbital coupling was implemented in BAND
as described in ref 43.

The magnetic field is introduced into the Hamiltonian
employing the so-called “minimum coupling” ansantz in which
the momentum operator is modified as p — [] = p + A /c (the
sign of A /c is reversed for positively charged particles), where
A is a vector potential corresponding to some current density.
Then, again, use of eq 4 yields eq 6,

fZORA=6-H§5-H

Y S 3 (! A
(I

After some vector algebra, the total expression for the ZORA
kinetic energy operator in the presence of the magnetic field is
obtained (eq 7).
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The first and the second terms in eq 7 are readily identified
as the scalar relativistic and spin-orbital ZORA terms in the
absence of the magnetic field (eq 5). The third term in eq 7
couples the momentum operator p = —ill and vector potential
A . We will omit this term from consideration because the
electronic angular momentum of the unpaired electron is often
quenched. The fourth term is quadratic in the magnetic vector
potential and is also omitted from consideration because the
hyperfine interaction is linear in the magnetic field. Finally, the
last two terms couple electron spin operators with the magnetic
field and, therefore, form the microscopic hyperfine Hamiltonian
(eq 8).

7Thyp 8e 1 D= -
A" =="A(KG+B+0-(0KxA)) ®)
2 2c

Note that due to the quantum electrodynamic effects, the G + B
term acquires a factor g./2, which is close to unity. Following
ref 5, this factor is included in the other terms in eq 8 as well.
The “microscopic” hyperfine Hamiltonian (eq 8) acts on both
the spatial and the spin part of the multiplet wavefunctions and
was derived in ref 5. Integrating over the spatial coordinates
followed by a comparison of the remainder to the effective
hyperfine Hamiltonian (eq 2) allows us to determine the
A-tensor.

The magnetic field in eq 8 is due to the magnetic dipole
moment of the nuclear spin Ic. The nucleus is modelled by a
point dipole with magnetic moment (eq 9),

_ &c
He= e

where g¢ is the nuclear g-value, and M is the proton mass in
units of the electron mass. A more realistic model should take
into account the finite size of the nucleus, and some steps in
this direction were taken in ref 44. The vector potential
corresponding to the magnetic dipole uc is

I &)
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A Arc D( 1 ) (10)
:‘u X— = —lu X —_—

¢ Ar3c ¢ Are
where Ar, = r — R is a displacement vector from C and Ar¢
= |Ar¢l is a distance to the Cth nuclei. The magnetic field is
given by eq 11.

B=[x A=— [x [ﬂcxm(i)] a1

Substituting eq 10 and 11 in eq 8, we obtain the microscopic
hyperfine Hamiltonian (eq 12).

gegC ﬁ
hyp —
mlcr z { (D KD(ArC))+

1
(I.+ D)KD (A—rc)} (12)

Suppose now that ly;0and ly,0are two degenerate states
(Kramer’s doublet). Note that in the crystalline environment,
the degeneracies of paramagnetic defects are often lifted. The
energy splitting can be determined from the degenerate first-
order perturbation theory. The A-tensor elements can be obtained
using eq 13

L NIZAE n i A N 3_

micr micr
77 hyp 77 hyp
W, H W, 0 0OV, H Y,

T G G (BlojaO [Blojp
by comparing the right hand side of eq 13, which involves the
microscopic Hamiltonian (eq 12) acting on spatially- and spin-
dependent degenerate states with the left hand side that involves
the effective hyperfine Hamiltonian acting on the spin states.

In the case of spin-polarized scalar-relativistic calculations,
the A-tensor for nucleus C is® given by eq 14,

8:8¢ Arc (Arg),
A)y=—— [ m@)|o,0 - |K— | —0O,|K————]| dr
u aMc? f ( . re ¢ "3c
gegC K
= —((Arp),0ym(r) — 6,,Ar. + Om(r))dr
aMc? Ar3c

(14)

where m(r) = pu(r) — pp(r) is the spin density. To obtain the
second equation in eq 14, use was made of partial integration
in order to avoid differentiation of quantities of the type KAr/
(Ar)3. In using partial integration, it was assumed that spin
density vanishes at the surface which encloses the integration
region. The latter is the case for the paramagnetic defects
embedded in the host and modelled within the supercell
approach. The Wigner—Seitz (WS) cell should be “sufficiently
large” to avoid cell-to-cell interaction, and the spin density m(r)
should vanish on the WS surface. In the nonrelativistic case, K
= 1 and the A-tensor can also be obtained by eq 15.

8e8c.
Ay =5 f mo)| 2 (S(Arc)d,d—i-

Ar,.),(Ar o)
( ol C)l 24 4r (5s)
ArC Arg

We have implemeted both formulas for the calculation of
the hyperfine tensor in BAND:?7 the second equation in eq 14
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as well as in eq15. The first term in eq 15 (the “Fermi” contact
term or isotropic term) is deduced from the value of spin density
at the grid points of the Boerrigter—te Velde—Baerends grid3?
near the nucleus (eq 16).

27 gegC

Ao =75 mRp), mR)=p,(Re) = pg(Re) (16)

o
The rest of the terms in eqs 14 and 15 are obtained using
numerical integration. It is expected that the results obtained
using eq 14 are more accurate as we integrate over the smoother
functions of the type Ar/Ar® as opposed to terms of the type
AriArd AP (eq 15). In eq 14, Ay, is determined as an integral
quantity that should be more accurate than the “local”” expression
(eq 16). The disadvantage of eq 14 is that one has to construct
(and, in BAND, store) gradients of Bloch basis set functions.
The construction of the density gradient from Bloch functions
in BAND is described in ref 34.

In practice, the A-tensor for atom C is computed using
equation 17,

geg(l
Ase= Cz oA o' (17)
4Mc*

where the sum is over symmetry operations 0 r = {o; t,}r =
or + t,, and 6C denotes an atom which is symmetry related to
atom C. The symmetry operations always map one sublattice
of atoms into another apart from, perhaps, a primitive lattice
vector.*0 A¢ is evaluated from the symmetry unique wedge of
the WS cell — irreducible Wigner-Seitz (IWS) cell using either
eq 18 or 19.

he= [ %(Arc(mm(r))*—f(mc)*- Om(r)) dr (18)
ws Ar'c
- (Arp)(Arp)
A= [ moOf 2T gy 19
¢ 1\{5 A”3c A”ZC ' )

In egs 18 and 19 we used the “matrix” notation, for example,
rc is a three-component column vector (a displacement from
atom C) and (Om)' is a three-component row vector; {is a
33 unity matrix. We use eq 18 or 19 to evaluate A for all the
atoms and, then, perform symmetization (eq 17).

III. Results

We verified our BAND implementation of EPR hyperfine
parameters by comparing our results with experiment, with
calculations reported in the literature, and, for “localized
systems”, with calculations using the “molecular” ADF code.?*-°
Unless otherwise stated, we perform spin unrestricted SCF
calculations using the local spin density approximation (LS-
DA)* for the exchange—correlation (xc) energy. The param-
etrization of the correlation energy follows that of Vosko, Wilk,
and Nusair (formula V).3¢ We employ mixed NAO/STO basis
sets of triple-C quality with two sets of polarization functions
(TZ2P in BAND’s notation) from BAND’s database. These
basis sets are often modified in the actual calculations to avoid
basis set dependence problems and to strike a balance between
accuracy and computational effort. The numerical accuracy
parameter in BAND’s calculations is set to five for atoms and
molecules and to four for the calculation on solids. The
reciprocal space is sampled using the I'-point only, for the
periodic systems under consideration this sampling is deemed
sufficient.
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TABLE 1: Absolute Isotropic Values of A-tensor A, in
MHz for IB Group of (Coinage) Metals®
NR SR
atom BAND ADF BAND ADF EXP

OBCu (I =) 5978 5971 6746 6750 5867
07Ag (I = 1)) 1359 1360 1925 1909 1713
YTAu (I = 3)) 1016 1018 3149 3134 3053

4 BAND: results of BAND, all electron LSDA calculations with
triple-zeta basis (LSDA/TZ2P); ADF: LSDA calculations of van
Lenthe et al.;> NR: nonrelativistic calculations; SR: scalar relativistic
ZORA calculations; EXP: experiment (gas phase).’!3

TABLE 2: A-tensor (MHz) for “Ti and F in a TiF;
Molecule®

A-tensor “'Ti (I = °/) A-tensor °F (I = /)
AAy AA,, AA, Ay AAL AAy AAL A,

BAND LDA 9.7 97 —193 —2374 338 6.0 —39.9 10.6
ADF LDA 92 92 -—184 —2342 335 56 —392 105
BAND GGA 84 84 —16.8 —223.0 290 7.2 —36.1 144
ADF GGA 79 179 —159 —2205 28.6 6.2 —347 129
EXP 8.1 81 —162 —185

“BAND: results of all electron nonrelativistic calculations with
BAND using TZ2P NAO/STO basis; ADF: results of all-electron
nonrelativistic calculations with molecular ADF code using TZ2P
STO basis. LSDA: results of spin unrestricted LSDA calculations
using parameterization of correlation energy due to Vosko et al.;3
GGA: results of spin unrestricted calculations using Becke’s GGA
correction for exchange® and Perdew’s GGA correction for cor-
relation;* EXP: experiment;’ Ajo = /5 Tr A; AAyw = A — Aio;
AA}'}' = Ayy - Aiso; AAZI’, = AZZ - Aiso-

Table 1 shows results from our BAND calculation of the
isotropic hyperfine parameters of a single Cu, Ag, and Au atom.
In our calculations, the atom is placed in a cubic supercell with
a =20 A. Our results are compared to the LSDA calculations
of van Lenthe et al.’ carried out using the molecular ADF
program for a single atom?®-3 and gas phase experiments.3!-32

The agreement between our results and that of van Lenthe
et al. is excellent; the largest discrepancy is 15 MHz, and very
often the discrepancy is just several MHz. We attribute the small
differences between our BAND calculations and that of van
Lenthe et al. to a number of small technical differences between
the BAND and ADF programs, most notably BAND’s usage
of NAOs. Examining Table 1, one also notices that the inclusion
of scalar relativistic effects in calculation of hyperfine parameters
is already important for Ag atom and is absolutely necessary
for Au.

The procedure for the calculation of hyperfine parameters was
further tested on small molecules, in particular, on TiF;. We
used a ZORA GGA optimized geometry from ref 4, a D3,
structure with Ti—F bond length of 1.78 A. Results of our
calculations and experimental data’’ are summarized in Table
2. In the case of TiF;, the agreement between BAND calcula-
tions, molecular ADF calculations, and the experiment®” is also
good.

Calculations reported in Tables 1 and 2 can be reproduced
using any molecular quantum chemistry program that contains
capabilities for calculation of EPR parameters. The real
applications of our approach is the calculation of hyperfine
parameters in solids. We explore two applications of our method:
calculation of hyperfine parameters of muonium defects in
diamond and calculation of hyperfine parameters of anion
radicals in halide crystal lattices.

Hyperfine Parameters of Muonium in Diamond. The
properties of hydrogen as a semiconductor impurity is of great
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importance to the industry producing electrical semiconductor
devices. Recently, a growing interest has emerged in hydrogen
defects in diamond due to the development of novel materials
using improved plasma-assisted chemical vapour deposition
techniques.*® An extensive review on the theory of hydrogen
in diamond is available.*

Because of the very high mobility and reactivity of hydrogen,
it turned out to be difficult to obtain EPR parameters for an
isolated hydrogen in semiconductors. However, unambiguous
information about the structure of a hydrogen impurity can be
obtained from muon spin rotation (¢ SR) experiments. Muonium
consists of an electron bound to a positive muon, which is lighter
than a proton by a factor of nine. For the static calculations
in the Born—Oppenheimer approximation, the treatment of
hydrogen and muonium is identical as both particles have the
same charge. In this work, we calculate hyperfine parameters
of hydrogen and, then, scale our results to compare to x SR
experiments. The values of the isotropic hyperfine paramaters
in vacuum are 4463 MHz and 1420 MHz for muonium and
hydrogen atoms, respectively, corresponding to the spin density
of 1/mr at the nucleus.

As in the case of Si,!> muonium in diamond is observed in,
at least, two sites: the tetrahedral interstitial site (TD site,
“normal” Mu) and bond centered site (BC site, “anomalous”
Mu). These sites are shown on Figure 1of ref 46.

The hyperfine spectra of muonium is isotropic (the A-tensor
is proportional to the unit matrix) and “axially” symmetric (the
A-tensor is diagonal with two distinct elements, A+ and Ay, the
third element is equal to Ay) at the TD and BC sites,
respectively. The BC site is known to be more energetically
favorable with energies in the range of 1-2 eV (23-46 kcal/
mol) according to ab initio calculations (ref 46, p R561). LDA
DFT caculation using a 64 atom supecell’® puts the BC site
0.95 eV more energetically favorable than the TD site. It was
also found that stabilization of the BC site is accompanied by
substantial streching of the the C—C bond, with values ranging
from 39 to 52% (ref 46, p R562).

With the objective of determining hypefine parameters of a
muonium defect in diamond, we first performed constrained
LSDA geometry optimizations of hydrogen in TD and BC sites
using a 65 atom cubic supercell containing 64 C atoms and
one hydrogen atom using the VASP code.!®1%57 The PAW
formalism'# was employed in these calculations as implemented
in VASP."> The LDA lattice constant for diamond is a = 3.54
A and agrees well with experimental lattice constant a = 3.57
A. In the case of the TD site, a hydrogen atom and its six nearest
carbon atom neighbors were allowed to relax. All other C atoms
were kept fixed according to their equilibrium positions. The
relaxation of neighboring carbon atoms was found to be
negligible in the TD site, giving an early indication that the
“atomic” character of muonium (hydrogen) might be well
preserved at this site. In the case of the BC site, hydrogen as
well as two bonded C atoms and their three nearest C neighbors
were allowed to relax. The rest of the C atoms were fixed
according to their equilibrium position. In agreement with earlier
calculations (ref 46, p R562 and the references therein), our
LSDA relaxiation resulted in a streching of the C—C bond by
45% (1.53 A — 2.22 A). The BC site was found to be more
energetically favourable by 0.89 — 0.79 eVs, for the calculation
with dispersion and the I'-point calculation, respectively.

The optimized geometries were used in the BAND LSDA
I"-point calculations of hyperfine parameters. The TZ2P all
electron basis set for the C was modified by excluding the 4F
STO polarization function in order to speed up the calculations,
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TABLE 3: Hyperfine Constants for Normal (Mu) and
Anomalous Muonium (Mu*) in Diamond Computed with

BAND*
Mu Mu*
Aiso f Aiso Ap

BAND 3345 0.77 —117.7 217.9

EXP 3711 0.83 —205.7 186.6

LDA-GF —137.0 200.0

4 f = Ajo/Avac (Avac = 1389 MHz is the LSDA isotropic hyperfine
parameter of hydrogen in vacuum); Ay, = '/ATr A; In Mu*, the
tensor is axially symmetric: A,, = A,y = A+ and A, = Ay Ajo =

I5Tr A. In this case, anisitropy is defined as A, = (A — AD/3.
BAND: results of all electron LSDA BAND calculations; LDA-GF:
results of self-consistent Green’s function—LSDA method;* EXP:
experiment (from ref 46, Table 3).

TABLE 4: A-tensor (MHz) of HCN~ Anion Radical in KCI
Crystal Lattice®

AAxx AA Yy AAZZ Aiso
Carbon
BAND 45.1 —23.5 —21.6 213.7
ADF 42.4 —21.6 —20.7 301.7
EXP 42.8 —25.6 —-17.2 209.4
Nitrogen
BAND 82.1 —41.5 —40.6 16.2
ADF 423 —21.1 —21.1 5.5
EXP 39.1 —19.5 —19.5 19.5
Hydrogen
BAND —4.7 —83 13.1 316.9
ADF —=5.7 —83 13.9 332.7
EXP 0.3 —14.2 13.8 382.2

aAiso = 1/3TI' A! AAIX = Axx - Aism AAyy = Ayy - Aism and AAZZ
= A,. — Ao are anisotropies; BAND: results of I'-point LSDA
calculation in 66 atom supercell; K and Cl Is, 2s, and 2p core states
are frozen; HCN™ anion radical is described with all-electron basis;
ADF: results of LSDA calculation on HCN™ using “molecular”
ADF program; EXP: experimental results of Adrian et al.”

and the H basis set was modified to exclude one of the 1S STOs
to avoid basis set dependency problems. The modified TZ2P
basis set was used in the calculation of the hyperfine parameters
for the TD and BC sites. Note that the “modified” TZ2P basis
reproduces structural and electronic parameters of diamond quite
well, with a 3.54 A equilibrium lattice constant and a band gap
of 4.65 eV in good agreement with other LDA calculations.?!
The hyperfine parameters of the muonium defect in TD and
BC sites of diamond are summarized in Table 3.

We find a good agreement between our calculation and
experimental hyperfine parameters for normal muonium as well
as for the anisotropic hyperfine parameter in anomalous Mu.
The results for the isotropic hyperfine parameter are worse but
agree well with the previously reported LDA—Green’s function
calculations.* The discrepancy between theory and experiment
is explained by a higher sensitivity of the isotropic hyperfine
parameter to the computational details. The extent to which the
isotropic hyperfine parameter varies in different calculations can
be fully appreciated from Table 3 of ref 46, some of the isotropic
hyperfine parameters reported there are in the —700 to —1000
MHz range. The other sources of discrepancy between theory
and experiment is the zero-point motion of the muon itself and
the LSDA approximation for the xc energy. Overall, we consider
our calculation of hyperfine parameters of muonium defect in
diamond to be quite successful.
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B. Hyperfine Parameters of HCN~ Anion Radical in a
KCIl Lattice. We have used a similar procedure to determine,
for the first time to our knowledge, the hyperfine parameters of
the hydrogen cyanide anion radical HCN™ in a KClI crystal host
lattice.

We followed a procedure similar to the one used in for the
calculation of the hyperfine parameters of muonium defects in
diamond. First, the structure of a HCN™ defect in a KCI crystal
lattice was optimized using PAW LSDA calculations with the
VASP code. The calculations were performed on a 66 atom
cubic supercell in which one of the halogen atoms was replaced
by HCN, which results in the formation of a HCN™ anion
radical. The LSDA-optimized lattice constant for KCI is 6.09
A. It was found that the anion radical lies in the crystal’s {110}
plane, with the C—N bond almost parallel to the (110) crystal
axis.

The optimized geometry was used in the BAND LSDA
I'-point calculation of hyperfine parameters of HCN™ in KCL
K and Cl atoms were described with a TZ2P frozen core basis
set in which the 1s, 2s, and 2p core states are frozen and
represented by NAOs. C, N, and H atoms are described with
an all electron TZ2P basis sets in which the 4F polarization
functions have been removed. We also remove one of the 1S
and 4S STOs from the H and K basis sets, respectively, to avoid
linear dependence problems.

Our results for the carbon and hydrogen atoms compare well
with the experimental data. In particular, for the C atom, the
presence of the crystalline environment decreases the isotropic
hyperfine constant, which leads to an excellent agreement with
experiment. For the hydrogen atom, the presence of the
environment does not seem to influence the hyperfine parameters
by much, the isotropic hyperfine parameter is underestimated,
but that also seems to be the case in the vacuum. For the N
atom, we find that the presence of the environment leads to an
increase in the isotropic hyperfine parameter; however, this
increase is rather small. We find, within our LSDA calculation,
that the inclusion of the environment effects makes the
agreement between theory and the experiment slightly worse
for the anisotropic components of the hyperfine tensor. The small
discrepancy between theory and experiment in the case of N is
probably due to the well-known shortcomings of the LDA:
underestimation of lattice constant and of the band gap, which
might cause a “spurious” interaction between N and neighboring
K atoms of the host crystal lattice. Therefore, to better the
agreement between experimental and calculated hyperfine
parameters, futher improvements in the approximate xc energy
functionals are deemed important.

IV. Concluding Remarks. We described the theory and
implementation of the hyperfine A-tensor in the BAND program
for the calculation of systems with translational invariance based
on the KS DFT. In BAND, the Bloch states are expanded in
the basis of numerical and Slater-type atomic orbitals (NAOs/
STOs) which are excellent for the accurate representation of
(spin) electron density near the nuclei. It is expected that the
present approach minimizes errors due to the choice of basis
set functions. Our implementation does not rely on the frozen
core approximation tacitly assumed in the pseudopotential
schemes.

The implementation is validated by performing calculations
of the A-tensor for small atoms and molecules within the
supercell approach. We find a good agreement between the
results of our calculations, experiment, and other calculations.
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The real application of our method lies in the computation
of the EPR hypefine parameters in solids, especially for
paramagnetic defects in “host” crystal lattices.

Within the present approach, we have calculated the A-tensor
of normal and anomalous muonium defects in diamond. We
find a good agreement between our calculations and experi-
mental hyperfine parameters for normal muonium as well as
for the anisotropic hyperfine parameter in anomalous muonium.
The results for the isotropic hyperfine parameter of the
anomalous Mu are worse but agree with some of the previously
reported calculations. The discrepancy between theory and
experiment is explained by a higher sensitivity of the isotropic
hyperfine parameter to the computational details and by the
effects of the zero-point motion of the muon.

Calculations of the hyperfine parameters are also presented
on the cyanide anion radical HCN™ in the KCI crystal host
lattice. Our results for the carbon and hydrogen atoms compare
well with the experimental data. We find, within our LDA
calculation, that the results for the nitrogen atom are slightly
worse. We speculate that the small discrepancies between the
theory and experiment in the case of N are due to the well
known shortcomings of LDA: underestimation of the lattice
constant and the band gap that, in turn, causes a “spurious”
interaction between the nitrogen atom and the neighboring atoms
of the host crystal lattice.

Acknowledgment. E. K. acknowledges financial support from
the Alberta Ingenuity Fund and stimulating discussions with
Dr. P. H. T. Philipsen and Dr. E. van Lenthe.

References and Notes

(1) Hohenberg, P.; Kohn, W. Phys. Rev. 1964, 136, B864.
(2) Kohn, W.; Sham, L. J. Phys. Rev. 1965, 140, A1133.
(3) van Lenthe, E.; Snijders, J. G.; Baerends, E. J. J. Chem. Phys. 1996,
105, 6505.
(4) van Lenthe, E.; Wormer, P. E. S.; van der Avoird, A. J. Chem.
Phys. 1997, 107, 2488.
(5) van Lenthe, E.; van der Avoird, A; Wormer, P. E. S. J. Chem.
Phys. 1998, 108, 4783.
(6) Zavoisky, E. K. J. Phys. USSR 1945, 9, 221.
(7) Adrian, F. J.; Cochran, E. L.; Bowers, V. A.; Weatherley, B. C.
Phys. Rev. 1969, 177, 129.
(8) Abragam, A.; Bleany, B. Electron Paramagnetic Resonance of
Transition Ions; Clarendon: Oxford, 1970.
(9) Schreckenbach, G.; Ziegler, T. J. Phys. Chem. A 1997, 101, 3388.
(10) Patchkovskii, S.; Ziegler, T. J. Phys. Chem. A 2001, 105, 5490.
(11) Malkin, I.; Malkina, O. L.; Malkin, V. G.; Kaupp, M. J. Chem.
Phys. 2005, 123, 244103.

(12) Arbuznikov, A. V.; Vaara, J.; and Kaupp, M. J. Chem. Phys. 2004,
120, 2127.

(13) van de Walle, C. G.; Blochl, P. E. Phys. Rev. B 1993, 47, 4244,

(14) Blochl, P. E. Phys. Rev. B 1994, 50, 17953.

(15) Kresse, G.; Joubert, D. Phys. Rev. B 1998, 59, 1758.

(16) Kresse, G.; Hafner, J. Phys. Rev. B 1993, 47, 558.

(17) Kresse, G.; Hafner, J. Phys. Rev. B 1994, 49, 14251.

(18) Kresse, G.; Furthmiiller, J. Comput. Mat. Sci. 1996, 6, 15.

(19) Kresse, G.; Furthmiiller, J. Phys. Rev. B 1996, 54, 11169.

(20) VandeVondele, J.; Krack, M.; Mohamed, F.; Parrinello, M.;
Chassaing, T.; Hutter, J. Comput. Phys. Commun. 2005, 167, 103.

(21) Heyd, J.; Peralta, J. E.; Scuseria, G. E. J. Chem. Phys. 2005, 123,
174101.

Kadantsev and Ziegler

(22) Declerck, R.; Pauwels, E.; van Speybroeck, V.; Waroquier, M. Phys.
Rev. B 2006, 74, 245103.

(23) Bahramy, M. S.; Sluiter, M. H. F.; Kawazoe, Y. Phys. Rev. B 2007,
76, 035124.

(24) Bahramy, M. S.; Sluiter, M. H. F.; Kawazoe, Y. Phys. Rev. B 2006,
73, 045111.

(25) te Velde, G.; Baerends, E. J. Phys. Rev. B 1991, 44, 7888.

(26) Wiesenekker, G.; Baerends, E. J. J. Phys.: Condens. Matt. 1991,
3, 6721.

(27) te Velde, G.; Baerends, E.J.; Philipsen, P. H. T.; Wiesenekker, G.;
Groeneveld, J. A.; Berger, J. A.; de Boeij, P. L.; Klooster, R.; Kootstra, F.;
Romaniello, P.; Snijders, J. G.; Kadantsev, E. S.; Ziegler, T. BAND 2007.01;
SCM: Theoretical Chemistry; Vrije Universiteit: Amsterdam, The Nether-
lands.

(28) Baerends, E. J.; Autschbach, J.; Berces, A.; Bickelhaupt, F. M.;
Bo, C.; Boerrigter, P. M.; Cavallo, L.; Chong, D. P.; Deng, L.; Dickson,
R. M.; Ellis, D. E.; van Faassen, M.; Fan, L.; Fischer, T. H.; Fonseca Guerra,
C.; van Gisbergen, S. J. A.; Groeneveld, J. A.; Gritsenko, O. V.; Griining,
M., Harris, F. E., van den Hoek, P.; Jacob, C. R.; Jacobsen, H.; Jensen, L.;
van Kessel, G.; Kootstra, F.; van Lenthe, E.; McCormack, D. A.; Michalak,
A.; Neugebauer, J.; Nicu, V. P.; Osinga, V. P.; Patchkovskii, S.; Philipsen,
P. H. T.; Post, D.; Pye, C. C.; Ravenek, W.; Ros, P.; Schipper, P. R. T.;
Schreckenbach, G.; Snijders, J. G.; Sola, M.; Swart, M.; Swerhone, D.; te
Velde, G.; Vernooijs, P.; Versluis, L.; Visscher, L.; Visser, O.; Wang, F.;
Wesolowski, T. A.; van Wezenbeek, E. M.; Wiesenekker, G.; Wolff, S. K.;
Woo, T. K.; Yakovlev, A. L.; Ziegler, T. ADF 2007.01; SCM: Theoretical
Chemistry; Vrije Universiteit: Amsterdam, The Netherlands.

(29) te Velde, G.; Bickelhaupt, F. M.; van Gisbergen, S. J. A.; Fonseca
Guerra, C.; Baerends, E. J.; Snijders, J. G.; Ziegler, T. J. Comput. Chem.
2001, 22, 931.

(30) Fonseca Guerra, C.; Snijders, J. G.; te Velde, G.; Baerends, E. J.
Theor. Chem. Acc. 1998, 99, 391.

(31) Wessel, G.; Lew, H. Phys. Rev. 1953, 92, 641.

(32) Ting, Y.; Lew, H. Phys. Rev. 1957, 105, 581.

(33) Boerrigter, P. M.; te Velde, G.; Baerends, E. J. Int. J. Quantum
Chem. 1988, 33, 87.

(34) Kadantsev, E. S.; Klooster, R.; de Boeij, P. L.; Ziegler, T. Mol.
Phys. 2007, 105, 2583.

(35) von Barth, U.; Hedin, L. J. Phys. C. 1972, 5, 1629.

(36) Vosko, S. H.; Wilk, L.; Nusair, M. Can. J. Phys. 1980, 58, 1200.

(37) DeVore, T. C.; Weltner, W., Ir. J. Am. Chem. Soc. 1977, 99, 4700.

(38) Becke, A. D. Phys. Rev. A 1988, 38, 3098.

(39) Perdew, J. P. Phys. Rev. A 1986, 33, 8822.

(40) Flodmark, S. J. Comput. Phys. 1977, 25, 314.

(41) Cox, S. F. 1.; Johnson, C. Hyperfine Interact. 2004, 158, 255.

(42) Nakatsuji, H.; Izawa, M. J. Chem. Phys. 1989, 91, 6205.

(43) Philipsen, P. H. T.; van Lenthe, E.; Snijders, J. G.; Baerends, E. J.
Phys. Rev. B 1997, 56, 13556.

(44) Zhang, Z. C.; Pyper, N. C. Mol. Phys. 1988, 64, 963.

(45) Hoshino, T.; Asada, T.; Terakura, K. Phys. Rev. B 1989, 39, 5468.

(46) Goss, J. P. J. Phys.: Condens. Matt. 2003, 15, R551.

(47) Yazyev, O. V.; Tavernelli, I.; Helm, L.; Rothlisberger, U. Phys.
Rev. B 2005, 71, 115110.

(48) Isberg, J.; Hammersberg, J.; Johansson, E.; Wikstrom, T.; Twitchen,
D. J.; Whitehead, A. J.; Coe, S. E.; Scarsbrook, G. A. Science 2002, 297,
1670.

(49) Farazdel, A.; Smith, V. H., Jr. Int. J. Quantum. Chem. 1986, 29,
311.

(50) Nishimatsu, T.; Katayama-Yoshida, H.; Orita, N. Jpn. J. Appl. Phys.
2002, 41, 1952.

(51) Calculation of NMR and EPR Parameters. Theory and Applications;
Kaupp, M., Biihl, M., Malkin, V. G., Eds.; Wiley-VCH, 2004.

(52) Biigel, S.; Akai, H.; Zeller, R.; Dederichs, P. H. Phys. Rev. B 1987,
35, 3271.

(53) Blochl, P. E. Phys. Rev. B 62 2000, 62, 6158.

(54) Freeman, A. J.; Watson, R. E. Phys. Rev. Lett. 1960, 5, 498.

(55) Watson, R. E.; Freeman, A. J. Phys. Rev. 1961, 123, 2027.

(56) Watson, R. E.; Freeman, A. J. Phys. Rev. Lett. 1961, 6, 277.

(57) At the moment, the constrained geometry optimizations are not
implemented in BAND.

JP800494M



